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THE LEVI-CIVITA TENSOR
AND IDENTITIES IN VECTOR ANALYSIS

1. INTRODUCTION

Vector analysis plays a key role in many branches of engineering and physical sciences. In electromagnetic theory and in fluid mechanics, for example, we often use vector identities such as

\[ \mathbf{A} \times (\mathbf{B} \times \mathbf{C}) = (\mathbf{A} \cdot \mathbf{C}) \mathbf{B} - (\mathbf{A} \cdot \mathbf{B}) \mathbf{C}, \]

and vector field identities such as

\[ \nabla \times (\nabla \times \mathbf{u}) = \nabla (\nabla \cdot \mathbf{u}) - \nabla^2 \mathbf{u}. \]

In many textbooks on vector analysis and physics, proofs of identities are either very difficult or simply omitted. This situation is also encountered when we learn quantum field theory, where four-dimensional vectors appear. The problem is not that we are unable to learn the identity itself, because we can always accept the result without proof; the more serious consequence is an inability to derive a new result when the need arises.

In this unit we study a systematic way to derive these identities, and we establish "machinery" that makes such derivation a routine task. Three-dimensional vectors and vector fields are studied in detail, and a brief indication of the extension to four dimensions is also included.

We note that this is not an "applications unit"; the primary objective is to provide science, engineering and mathematics students with a powerful means of deriving vector and vector field identities. The skills that you gain should be valuable to you in the practice of applied mathematics.
2. THE KRONECKER-δ*

We consider three-dimensional vectors in the rectangular xyz-coordinate system. Let us denote the unit vectors along the coordinate axes by \( \vec{e}_1, \vec{e}_2, \vec{e}_3 \). (These vectors are often denoted by \( \hat{i}, \hat{j}, \hat{k} \), respectively.) Then, any vector \( \vec{A} = (A_1, A_2, A_3) \) may be expressed as

\[
(2.1) \quad \vec{A} = A_1 \vec{e}_1 + A_2 \vec{e}_2 + A_3 \vec{e}_3 = \sum_{i=1}^{3} A_i \vec{e}_i.
\]

The vectors \( \vec{e}_i \), \( i = 1, 2, 3 \), all have length one, and they are pairwise orthogonal. These properties can be expressed in terms of the scalar (or dot) product, as follows: for \( i, j = 1, 2, 3 \) we have

\[
(2.2) \quad \vec{e}_i \cdot \vec{e}_j = \begin{cases} 
0, & \text{if } i \neq j; \\
1, & \text{if } i = j.
\end{cases}
\]

The right-hand side of Equation (2.2) can be written in more convenient form by means of the Kronecker-δ. This useful device is a function which is defined on two indices \( i, j \) by the formula

\[
(2.3) \quad \delta_{ij} = \begin{cases} 
0, & \text{if } i \neq j; \\
1, & \text{if } i = j.
\end{cases}
\]

For example, \( \delta_{13} = 0 \) and \( \delta_{11} = 1 \).

Using the Kronecker-δ, we may rewrite Equation (2.2) in the shorter form

\[
(2.4) \quad \vec{e}_i \cdot \vec{e}_j = \delta_{ij}.
\]

Recall that for any two vectors

\[
\vec{A} = \sum_{i=1}^{3} A_i \vec{e}_i \quad \text{and} \quad \vec{B} = \sum_{i=1}^{3} B_i \vec{e}_i.
\]

---

*Read "Kronecker-delta."
the scalar product is given by

\[(2.5) \quad \hat{A} \cdot \hat{B} = \sum_{i=1}^{3} A_i \hat{e}_i \cdot \sum_{j=1}^{3} B_j \hat{e}_j.\]

We may also express \( \hat{A} \cdot \hat{B} \) in terms of the Kronecker-\( \delta \): applying basic properties, we first find

\[
\hat{A} \cdot \hat{B} = \left[ \sum_{i=1}^{3} A_i \hat{e}_i \right] \cdot \left[ \sum_{j=1}^{3} B_j \hat{e}_j \right]
= \sum_{i=1}^{3} \sum_{j=1}^{3} A_i B_j (\hat{e}_i \cdot \hat{e}_j).
\]

Then using Equation (2.4) we obtain

\[(2.6) \quad \hat{A} \cdot \hat{B} = \sum_{i=1}^{3} \sum_{j=1}^{3} A_i B_j \delta_{ij}.\]

### Exercises

1. Show that for any \(i, j\) we have

\[(2.7) \quad \delta_{ij} = \delta_{ji}'.\]

(This equation, although very easy to establish, is numbered for reference later on.)

2. a. Use the defining relation (2.3) to verify that for \(i = 1, 2, 3\) we have

\[B_i = B_1 \delta_{i1} + B_2 \delta_{i2} + B_3 \delta_{i3}'.\]

b. Substitute the expression for \(B_i\) in part (a) into Equation (2.5) to obtain an alternate derivation of Equation (2.6).

3. **PERMUTATIONS**

We recall briefly some basic concepts associated with permutations. These ideas will then be used to define the fundamental concept of this module, the Levi-Civita tensor.
A permutation of the integers 1, 2, ..., n is an arrangement (or ordering) of these numbers. A permutation may be regarded mathematically as a one-to-one function of the set \{1, 2, ..., n\} onto itself. In describing a permutation, we usually omit all commas separating the integers, and simply write them in the order of the arrangement. Thus, for n = 3 there are six possible permutations:

123, 231, 312, 213, 321, 132.*

The permutations 123, 231, 312 are called even permutations, while 213, 321, 132 are called odd permutations. These names are associated with the number of pairwise exchanges needed to obtain the given permutation from the natural ordering 123. For example, 231 can be obtained from 123 by two exchanges: first exchange 1 and 2 to obtain 213, then exchange 1 and 3 to obtain 231. These exchanges may be represented as follows:

\[
123 \rightarrow 213 \rightarrow 231.
\]

Since 231 can be obtained from 123 by two exchanges and two is an even number, we call 231 an even permutation.

In a similar way we may illustrate that 312 is an even permutation

\[
123 \rightarrow 132 \rightarrow 312.
\]

There are two interchanges involved, so 312 is even. The permutation 123 is even because the number of exchanges required to obtain 123 from 123 is zero, and zero is an even number.

The odd permutations can be described in a similar way:

*Read "one-two-three, two-three-one, three-one-two," etc.
\[
\begin{align*}
1 & \ 2 \ 3 \ \rightarrow \ 1 \ 3 \ 2 \quad \text{(1 exchange)} \\
1 & \ 2 \ 3 \ \rightarrow \ 2 \ 1 \ 3 \quad \text{(1 exchange)} \\
1 & \ 2 \ 3 \ \rightarrow \ 2 \ 1 \ 3 \ \rightarrow \ 2 \ 3 \ 1 \ \rightarrow \ 3 \ 1 \ 2 \quad \text{(3 exchanges)} \\
\text{or,} \quad 1 & \ 2 \ 3 \ \rightarrow \ 3 \ 2 \ 1 \quad \text{(1 exchange)}
\end{align*}
\]

An easy way to determine whether a given permutation is even or odd is to write out the permutation and then write the natural arrangement directly below it. Then connect corresponding numbers in these two arrangements with line segments, and count the number of intersections \textit{between pairs} of these segments; if this number is even, then the given permutation is even; otherwise it is odd. (See Figure 1.) The reason this scheme is valid is that each pairwise exchange corresponds to an intersection of two of the lines.

\[
\begin{array}{cc}
2 & 3 & 1 \\
\times & & \\
1 & 2 & 3
\end{array} \quad \begin{array}{cc}
3 & 2 & 1 \\
\times & & \\
1 & 2 & 3
\end{array}
\]

\begin{itemize}
\item a. Two intersections; 231 is even.
\item b. Three intersections; 321 is odd.
\end{itemize}

Figure 1. A geometric scheme for determining whether a given permutation is even or odd. (Be careful! The intersections in (b) could all occur at one point—remember we are counting intersections of \textit{pairs} of lines.)

\textbf{Exercises}

3. Determine whether the permutation 4231 of the integers 1,2,3,4 is even or odd by:
   \begin{itemize}
   \item a. counting integers;
   \item b. using intersections of lines (the scheme depicted in Figure 1).
   \end{itemize}
4. THE LEVI-CIVITA TENSOR

We are now in a position to present the central concept of this module, the Levi-Civita tensor. This tensor is a function of three indices $i, j, k$ which is related to the vector (or cross) product in much the same way as the Kronecker-δ is a function of two indices $i, j$ which is related to the scalar product.

The vector product relations among the basis vectors $\hat{e}_1$, $\hat{e}_2$, $\hat{e}_3$ are given by:

\[
\begin{align*}
\hat{e}_1 \times \hat{e}_1 &= 0, & \hat{e}_2 \times \hat{e}_2 &= 0, & \hat{e}_3 \times \hat{e}_3 &= 0, \\
\hat{e}_1 \times \hat{e}_2 &= \hat{e}_3, & \hat{e}_2 \times \hat{e}_3 &= \hat{e}_1, & \hat{e}_3 \times \hat{e}_1 &= \hat{e}_2, \\
\hat{e}_2 \times \hat{e}_1 &= -\hat{e}_3, & \hat{e}_3 \times \hat{e}_2 &= -\hat{e}_1, & \hat{e}_1 \times \hat{e}_3 &= -\hat{e}_2.
\end{align*}
\]

A careful examination of the relations in (4.1) reveals some patterns that turn out to be most useful. In the first line, the two indices that appear in any one of the three equations are identical. In the second line, the indices are arranged 123, 231, 312 in the three equations; in the third line they are arranged 213, 321, 132. These observations lead to a formulation of the Levi-Civita tensor, which is the function of three indices $i, j, k$ defined by

\[
\varepsilon_{ijk} = \begin{cases} 
0, & \text{if two or more of the indices } i, j, k \text{ are equal;} \\
-1, & \text{if } ijk \text{ is an even permutation of 123;} \\
1, & \text{if } ijk \text{ is an odd permutation of 123.}
\end{cases}
\]

For example, $\varepsilon_{113} = 0$, $\varepsilon_{333} = 0$, $\varepsilon_{123} = 1$, $\varepsilon_{231} = 1$, $\varepsilon_{213} = -1$, $\varepsilon_{132} = -1$.

*Strictly speaking, what we define here is a tensor component. The Levi-Civita tensor is a collection of these components, just as a vector is a collection of its components. However, we shall use the term "tensor" instead of "tensor component" for simplicity.
Using the Levi-Civita tensor, we may summarize all the relations in (4.1) in a single equation:

\[
\varepsilon_i \times \varepsilon_j = \frac{1}{2} \varepsilon_{ijk} \varepsilon_k \quad \text{for } i,j = 1,2,3.
\]

**Exercises**

4. Substitute the values 1,2,3 for i,j in Equation (4.3) to obtain the nine relations in (4.1).

5. Show that for any given i,j,k we have

\[
\varepsilon_{ijk} = \varepsilon_{kij} = \varepsilon_{jki};
\]

\[
\varepsilon_{ikj} = \varepsilon_{kji} = \varepsilon_{jik} = -\varepsilon_{ijk}.
\]

Recall that in Section 2 we obtained the expression

\[
\mathbf{A} \cdot \mathbf{B} = \sum_{i=1}^{3} \sum_{j=1}^{3} A_i B_j \delta_{ij}
\]

for the scalar product in terms of \(\delta_{ij}\). In a similar way, we can express the vector product in terms of \(\varepsilon_{ijk}\): applying basic properties, we first find

\[
\mathbf{A} \times \mathbf{B} = \left( \sum_{i=1}^{3} A_i \varepsilon_i \right) \times \left( \sum_{j=1}^{3} B_j \varepsilon_j \right)
\]

\[
= \sum_{i=1}^{3} \sum_{j=1}^{3} A_i B_j \varepsilon_i \times \varepsilon_j.
\]

Then using Equation (4.3) we obtain

\[
\mathbf{A} \times \mathbf{B} = \frac{1}{2} \sum_{i=1}^{3} \sum_{j=1}^{3} \sum_{k=1}^{3} A_i B_j \varepsilon_{ijk} \varepsilon_k.
\]

**Exercises**

6. For the vectors \(\mathbf{A} = 2\varepsilon_1 + \varepsilon_2 + 3\varepsilon_3\), \(\mathbf{B} = 3\varepsilon_1 + 4\varepsilon_2 + \varepsilon_3\), substitute the appropriate values into Equation (4.6) and simplify.

Check your result by using another method (such as representation by a determinant) to find \(\mathbf{A} \times \mathbf{B}\).
5. A USEFUL NOTATIONAL CONVENTION

At this point we introduce a convention to simplify our mathematical writing. The reason for this device is to reduce the number of summation symbols we must write. (Just look at Equation (4.6)!)

We first note that in several equations above, for example, (2.6), (4.3) and (4.6), the indices over which we sum (i.e., the dummy indices) appear twice. We adopt the convention that whenever an index appears exactly twice in an expression, it will be a dummy index, and we must sum on this index over the appropriate values. For three-dimensional vectors the appropriate range of values is from 1 to 3.

Example 1. To interpret the notation \( A_{ij} b_j \), we note that the subscript \( j \) appears exactly twice, so under our convention we have

\[
A_{ij} b_j = A_{11} b_1 + A_{12} b_2 + A_{13} b_3.
\]

That is, we sum on \( j \) over the range from 1 to 3. The notation \( A_{ik} b_k \) has the same meaning:

\[
A_{ik} b_k = A_{11} b_1 + A_{12} b_2 + A_{13} b_3;
\]

only the index of summation is changed, not the sum itself.

Example 2. We may rewrite several results from the text above in much shorter form: Equations (2.5), (2.6), (4.3) and (4.6) become, respectively,

(5.1) \( \vec{A} \cdot \vec{B} = A_i B_i \);

(5.2) \( \vec{A} \cdot \vec{B} = A_i B_j \delta_{ij} \);

(5.3) \( \vec{e}_i \times \vec{e}_j = \varepsilon_{ijk} \vec{e}_k \);

(5.4) \( \vec{A} \times \vec{B} = A_i B_j \varepsilon_{ijk} \vec{e}_k \).
The final relation in Example 2 may also be given by specifying the kth component of \( \vec{A} \times \vec{B} \):

\[(\vec{A} \times \vec{B})_k = A_j B_j \epsilon_{ijk}.\]

The next exercises check skills and present results that are necessary in the remainder of this module. Make sure that you understand these exercises clearly before going on; if necessary, refer to the solutions in Section 11.

**Exercises**

7. Verify the following relations:

\[(5.6) \quad A_i \delta_{ij} = A_j;\]
\[(5.7) \quad B_j \delta_{ji} = B_i;\]
\[(5.8) \quad \delta_{ij} \delta_{jl} = l;\]
\[(5.9) \quad \delta_{ij} \delta_{jk} = \delta_{ik} = 3;\]
\[(5.10) \quad \delta_{ij} \delta_{jk} = \delta_{ik} (i \text{ and } k \text{ are arbitrary but fixed; in particular, they may have the same value}).\]

8. Show that the ith component of \( \vec{B} \times \vec{C} \) is:

\[(5.11) \quad (\vec{B} \times \vec{C})_i = B_j C_k \epsilon_{ijk}.\]

9. Prove the following relations:

a. for scalar triple products we have

\[(5.12) \quad \vec{A} \cdot (\vec{B} \times \vec{C}) = A_i B_j C_k \epsilon_{ijk};\]

b. for vector triple products we have

\[(5.13) \quad [\vec{A} \times (\vec{B} \times \vec{C})]_i = A_j B_k C_m \epsilon_{ijk} \epsilon_{klm}.\]
6. RELATION BETWEEN THE KRONECKER-δ AND
THE LEVI-CIVITA TENSOR

By checking directly in the definition of the Levi-Civita tensor, Equation (4.2), we can establish that for i,j,k = 1,2,3 we have

\[ \varepsilon_{ijk} = \begin{vmatrix} \delta_{i1} & \delta_{i2} & \delta_{i3} \\ \delta_{j1} & \delta_{j2} & \delta_{j3} \\ \delta_{k1} & \delta_{k2} & \delta_{k3} \end{vmatrix} = \begin{vmatrix} \delta_{i1} & \delta_{j1} & \delta_{k1} \\ \delta_{i2} & \delta_{j2} & \delta_{k2} \\ \delta_{i3} & \delta_{j3} & \delta_{k3} \end{vmatrix}. \] (6.1)

For example, if i = j, then \( \varepsilon_{ijk} = 0 \), and both determinants in Equation (6.1) also equal zero; the first because two rows are identical, the second because two columns are identical. If i = 1, j = 2, k = 3, then \( \varepsilon_{ijk} = 1 \), and both determinants in Equation (6.1) also equal one, since both reduce to

\[ \begin{vmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{vmatrix}. \] (6.2)

Finally, an even permutation of the indices corresponds to an even permutation of the rows (columns) of the determinant (6.2), so in this case both sides of (6.1) equal one; and an odd permutation of the indices corresponds to an odd permutation of the rows (columns) of (6.2), so in this case both sides of (6.1) equal -1. For example,

\[ \varepsilon_{132} = \begin{vmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{vmatrix}, \]

since both sides equal -1. Thus, we have established Equation (6.1).
Next, we derive a second, and very important, relation between the Kronecker-δ and the Levi-Civita tensor. For \( j, k, i, m = 1, 2, 3 \) we have

\[
\varepsilon_{ijk}\varepsilon_{ilm} = \delta_{jm}\delta_{km} - \delta_{jm}\delta_{kl}.
\]

For example,

\[
\varepsilon_{123}\varepsilon_{132} = \varepsilon_{123}\varepsilon_{132} + \varepsilon_{223}\varepsilon_{232} + \varepsilon_{323}\varepsilon_{332} = -1,
\]

and

\[
\delta_{23}\delta_{32} - \delta_{22}\delta_{33} = -1,
\]

which verifies Equation (6.3) for the values \( j = 2, k = 3, i = 3, m = 2 \).

To establish Equation (6.3), apply Equations (6.1) and (2.7) to obtain

\[
\varepsilon_{ijk}\varepsilon_{ilm} = \begin{vmatrix}
\delta_{i1} & \delta_{i2} & \delta_{i3} \\
\delta_{j1} & \delta_{j2} & \delta_{j3} \\
\delta_{k1} & \delta_{k2} & \delta_{k3}
\end{vmatrix}
\begin{vmatrix}
\delta_{1i} & \delta_{1l} & \delta_{1m} \\
\delta_{2i} & \delta_{2l} & \delta_{2m} \\
\delta_{3i} & \delta_{3l} & \delta_{3m}
\end{vmatrix}.
\]

Since the determinant of the product of two square matrices equals the product of the determinants, we can find the product in Equation (6.4) by performing a matrix multiplication. Since

\[
\delta_{i1}\delta_{1i} + \delta_{i2}\delta_{2i} + \delta_{i3}\delta_{3i} = 3
\]

by Equation (5.9), and since we may apply Equation (5.10) to arbitrary but fixed indices, we have

\[
\varepsilon_{ijk}\varepsilon_{ilm} = \begin{vmatrix}
3 & \delta_{i1} & \delta_{i3} \\
\delta_{j1} & \delta_{j2} & \delta_{j3} \\
\delta_{k1} & \delta_{k2} & \delta_{k3}
\end{vmatrix}.
\]
Expanding this determinant and simplifying (see Exercise 10), we obtain the desired Equation (6.3).

---

**Exercises**

10. Expand the determinant in Equation (6.5), and simplify using Equations (2.7) and (5.10), to obtain the right-hand side of Equation (6.3).

11. For the following sets of values of $j, k, l, m$, verify Equation (6.3) by direct substitution:
   
   a. $1, 1, 2, 3$
   b. $1, 2, 1, 2$
   c. $1, 3, 2, 1$
   d. $1, 1, 1, 1$

12. Prove that for $k, m = 1, 2, 3$ we have $\epsilon_{ijk} \epsilon_{ilm} = 2 \delta_{km}$.

---

**7. IDENTITIES IN VECTOR ALGEBRA**

We first apply Equation (6.1) to prove a well-known identity for scalar triple products. Study the proof carefully! Remember, the use of the Levi-Civita tensor in proving identities is the main theme of this module. The identity we prove is:

\[
A \cdot (B \times C) = \begin{vmatrix} A_1 & A_2 & A_3 \\ B_1 & B_2 & B_3 \\ C_1 & C_2 & C_3 \end{vmatrix}
\]

(7.1)
Proof:

\[ \mathbf{A} \cdot (\mathbf{B} \times \mathbf{C}) = A_i \mathbf{B}_j C_k \varepsilon_{ijk} \]  
(Equation (5.12))

\[ = A_i B_j C_k \begin{vmatrix} \delta_{i1} & \delta_{i2} & \delta_{i3} \\ \delta_{j1} & \delta_{j2} & \delta_{j3} \\ \delta_{k1} & \delta_{k2} & \delta_{k3} \end{vmatrix} \]  
(Equation (6.1))

\[ \begin{vmatrix} A_1 \delta_{i1} & A_1 \delta_{i2} & A_1 \delta_{i3} \\ B_1 \delta_{j1} & B_1 \delta_{j2} & B_1 \delta_{j3} \\ C_k \delta_{k1} & C_k \delta_{k2} & C_k \delta_{k3} \end{vmatrix} \]  
(Multiplication of determinants by constants)

\[ = \begin{vmatrix} A_1 & A_2 & A_3 \\ B_1 & B_2 & B_3 \\ C_1 & C_2 & C_3 \end{vmatrix} \]  
(Equation (5.7), applied also to \( A_i \) and \( C_k \))

As a corollary of the proof, we obtain a formula for a 3 x 3 determinant in terms of the Levi-Civita tensor:

\[ \begin{vmatrix} A_1 & A_2 & A_3 \\ B_1 & B_2 & B_3 \\ C_1 & C_2 & C_3 \end{vmatrix} = A_i B_j C_k \varepsilon_{ijk}. \]  
(7.2)

Equation (6.3) is the key formula in proving many identities. We illustrate the utility of this equation by proving the following well-known identity for vector triple products:

\[ \mathbf{A} \times (\mathbf{B} \times \mathbf{C}) = (\mathbf{A} \cdot \mathbf{C}) \mathbf{B} - (\mathbf{A} \cdot \mathbf{B}) \mathbf{C}. \]  
(7.3)
Proof:
We show that the ith components of both sides of Equation (7.3) agree:

\[ [\mathbf{A} \times (\mathbf{B} \times \mathbf{C})]_i = \epsilon_{ijk} \epsilon_{ilm} A_j B_k C_l \]

(Equations (5.13) and (4.4))

\[ = (\delta_{ik} \delta_{jm} - \delta_{im} \delta_{jk}) A_j B_k C_l \]

(Equation (6.3))

\[ = A_j C_j B_i - A_j B_j C_i \]

(Sum over \(i\) and \(m\))

\[ = (\mathbf{A} \cdot \mathbf{C}) B_i - (\mathbf{A} \cdot \mathbf{B}) C_i \]

(Equation (2.5))

Since the corresponding components agree, the vectors on both sides of Equation (7.3) must be equal.

Exercises
13. Prove the vector identity:

\[ (\mathbf{A} \times \mathbf{B}) \cdot (\mathbf{C} \times \mathbf{D}) = (\mathbf{A} \cdot \mathbf{C}) (\mathbf{B} \cdot \mathbf{D}) - (\mathbf{A} \cdot \mathbf{D}) (\mathbf{B} \cdot \mathbf{C}). \]

8. IDENTITIES IN VECTOR FIELDS

First, we shall introduce some useful notation. For coordinate variables we shall use \(x_1, x_2, x_3\), instead of \(x, y, z\). For example, a function \(u\) will be denoted by \(u(x_1, x_2, x_3)\), and the partial derivative with respect to the first variable \(x_1\) by \(\partial u / \partial x_1\). In addition, the differential operator \(\partial / \partial x_1\) will be denoted by \(\partial_1\). For example, if we have three functions \(u_1, u_2, u_3\), then we shall use \(\partial_2 u_3\) to denote \(\partial u_3 / \partial x_2\). In this notational system, the curl of a vector field \(\mathbf{u} = u_1 \mathbf{e}_1\) is given by

\[
\nabla \times \mathbf{u} = \begin{vmatrix} \mathbf{e}_1 & \mathbf{e}_2 & \mathbf{e}_3 \\ \partial_1 & \partial_2 & \partial_3 \\ u_1 & u_2 & u_3 \end{vmatrix}
\]
The \( i \)th component of \( \nabla \times \mathbf{u} \) is given by

\[(8.2) \quad (\nabla \times \mathbf{u})_i = \varepsilon_{ijk} \partial_j u_k.\]

(Compare with Equation (5.11))

**Exercises**

14. With \( \nabla^2 \) defined, as usual, by \( \nabla^2 \phi = \nabla \cdot (\nabla \phi) \), show that \( \nabla^2 = \partial_i \partial_i \).

We shall prove several vector field identities that are used extensively in applications. For vector fields \( \mathbf{\tilde{u}}, \mathbf{\tilde{v}} \) we have

\[(8.3) \quad \nabla \cdot (\mathbf{\tilde{u}} \times \mathbf{\tilde{v}}) = \mathbf{\tilde{v}} \cdot (\nabla \times \mathbf{\tilde{u}}) - \mathbf{\tilde{u}} \cdot (\nabla \times \mathbf{\tilde{v}});\]

\[(8.4) \quad \nabla \times (\nabla \times \mathbf{\tilde{u}}) = \nabla (\nabla \cdot \mathbf{\tilde{u}}) - \nabla^2 \mathbf{\tilde{u}};\]

\[(8.5) \quad \nabla \cdot (\nabla \times \mathbf{\tilde{u}}) = 0.\]

Study these proofs carefully—they are important in reaching our main objectives.

**Proof of Equation (8.3):**

\[
\nabla \cdot (\mathbf{\tilde{u}} \times \mathbf{\tilde{v}}) = \partial_i (\mathbf{\tilde{u}} \times \mathbf{\tilde{v}})_i
\]

\[
= \partial_i (\varepsilon_{ijk} u_j v_k)
\]

\[
= \varepsilon_{ijk} (\partial_i u_j) v_k + \varepsilon_{ijk} u_j (\partial_i v_k)
\]

\[
= \varepsilon_{ijk} (\partial_i u_j) v_k - \varepsilon_{ijk} u_j (\partial_i v_k)
\]

\[
= (\nabla \times \mathbf{\tilde{u}})_j v_k - u_j (\nabla \times \mathbf{\tilde{v}})_j \quad \text{(Equation (8.2))}
\]

\[
= (\nabla \times \mathbf{\tilde{u}}) \cdot \mathbf{\tilde{v}} - \mathbf{\tilde{u}} \cdot (\nabla \times \mathbf{\tilde{v}}).
\]
Proof of Equation (8.4):

\[ (\nabla \times (\nabla \times \mathbf{u}) \big|_{x} = \varepsilon_{ijk} \hat{\partial}_{j} (\varepsilon_{klm} \hat{\partial}_{m} \mathbf{u}) \] (Equation (8.2), applied twice)

\[ = \varepsilon_{ijk} \varepsilon_{klm} \hat{\partial}_{l} \mathbf{u} \]

\[ = (\delta_{ik} \delta_{jm} - \delta_{im} \delta_{jk}) \hat{\partial}_{l} \mathbf{u} \]

\[ = \hat{\partial}_{i} (\nabla \cdot \mathbf{u}) - \hat{\partial}_{i} \mathbf{u} \]

\[ = \mathbf{u} \cdot (\nabla \mathbf{u}) - \mathbf{u} \cdot \mathbf{u} \]

Equation (8.4) now follows, since corresponding components from both sides agree.

Proof of Equation (8.8):

\[ \nabla \cdot (\nabla \times \mathbf{u}) = \hat{\partial}_{i} (\varepsilon_{ijk} \hat{\partial}_{j} \mathbf{u}) \]

\[ = \varepsilon_{ijk} \hat{\partial}_{i} \mathbf{u} \]

\[ = \varepsilon_{ijk} \hat{\partial}_{i} \mathbf{u} \] \[ \text{(Rename the dummy indices i,j.)} \]

\[ = -\varepsilon_{ijk} \hat{\partial}_{i} \mathbf{u} \]

Hence,

\[ \nabla \cdot (\nabla \times \mathbf{u}) = 0. \]

Exercises

15. Prove the vector field identity

\[ \nabla \times (\phi \mathbf{u}) = \phi (\nabla \times \mathbf{u}) + (\nabla \phi) \times \mathbf{u} \]

where \( \phi \) is a scalar function of \( x_1, x_2, x_3 \).
9. THE LEVI-CIVITA TENSOR IN FOUR DIMENSIONS

We conclude our study with a brief indication of the extension of the Levi-Civita tensor to four dimensions. The definition of the "four-dimensional Levi-Civita tensor" is straightforward: for \( \alpha, \beta, \gamma, \tau = 1, 2, 3, 4 \), the tensor component is

\[
\epsilon^{\alpha \beta \gamma \tau} = \begin{cases} 
0, & \text{if two or more of the indices are equal;} \\
1, & \text{if } \alpha \beta \gamma \tau \text{ is an even permutation of } \{1, 2, 3, 4\}; \\
-1, & \text{if } \alpha \beta \gamma \tau \text{ is an odd permutation of } \{1, 2, 3, 4\}. 
\end{cases}
\]

(It is customary to use Greek letters as indices for four-dimensional quantities.)

Exercises
16. Use Equation (9.1) to find:
   a. \( \epsilon^{1243} \)
   b. \( \epsilon^{1342} \)
   c. \( \epsilon^{4321} \)

17. Show that the four-dimensional Levi-Civita tensor may be expressed in determinant form, as follows:

\[
\epsilon^{\alpha \beta \gamma \tau} = \begin{vmatrix} 
\delta^1_\alpha & \delta^1_\beta & \delta^1_\gamma & \delta^1_\tau \\
\delta^2_\alpha & \delta^2_\beta & \delta^2_\gamma & \delta^2_\tau \\
\delta^3_\alpha & \delta^3_\beta & \delta^3_\gamma & \delta^3_\tau \\
\delta^4_\alpha & \delta^4_\beta & \delta^4_\gamma & \delta^4_\tau \\
\end{vmatrix}
\]

(You may wish to review the discussion immediately following Equation (6.1).)

18. Establish the following relations:
   a. \( \varepsilon_{\mu \nu \lambda \xi} \epsilon^{\mu \nu \gamma \lambda} = (\delta^{\gamma}_\mu \delta^{\lambda}_\nu \delta^{\xi}_\gamma + \delta^{\lambda}_\mu \delta^{\nu}_\gamma \delta^{\xi}_\nu + \delta^{\xi}_\mu \delta^{\nu}_\gamma \delta^{\lambda}_\nu) \)
   \[= (\delta^{\gamma}_\mu \delta^{\lambda}_\nu \delta^{\xi}_\nu + \delta^{\lambda}_\mu \delta^{\nu}_\gamma \delta^{\xi}_\nu + \delta^{\xi}_\mu \delta^{\nu}_\gamma \delta^{\lambda}_\nu); \]
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b. \( \varepsilon_{\kappa \mu \nu \lambda} \varepsilon_{\alpha \beta \gamma} = 2(\delta_{\kappa \alpha} \delta_{\mu \beta} - \delta_{\kappa \beta} \delta_{\mu \alpha}) \);

c. \( \varepsilon_{\kappa \beta \gamma} \varepsilon_{\alpha \beta \gamma} = 6 \delta_{\kappa \alpha} \)

d. \( \varepsilon_{\alpha \beta \gamma} \varepsilon_{\alpha \beta \delta} = 24. \)

We close with an indication of how to extend the definition of the vector product to four dimensions. For vectors \( \mathbf{A}, \mathbf{B}, \mathbf{C} \), the "vector product" is the vector \( \mathbf{D} \) which is given by:

\[
\mathbf{D} = A_\alpha B_\beta C_\gamma \varepsilon_{\alpha \beta \gamma} \mathbf{f}_\tau,
\]

where \( \mathbf{f}_1, \mathbf{f}_2, \mathbf{f}_3, \mathbf{f}_4 \) are the usual basis vectors, and the appropriate range of summation for repeated indices is from 1 to 4.

**Exercises**

19. Show that the vector \( \mathbf{D} \) in Equation (9.2) is orthogonal to \( \mathbf{A} \), i.e., show that \( \mathbf{A} \cdot \mathbf{D} = 0 \).

10. **MODEL EXAM**

Use the Levi-Civita tensor technique in solving the following problems.

1. Prove the vector identities:
   a. \( \mathbf{A} \cdot (\mathbf{B} \times \mathbf{C}) = (\mathbf{A} \times \mathbf{B}) \cdot \mathbf{C} \);
   b. \( (\mathbf{A} \times \mathbf{B}) \times \mathbf{C} = (\mathbf{A} \cdot \mathbf{C}) \mathbf{B} - (\mathbf{B} \cdot \mathbf{C}) \mathbf{A} \).

2. Prove the vector field identities:
   a. \( \nabla \times \nabla \phi = 0 \);
   b. \( \nabla \times (\mathbf{u} \times \mathbf{v}) = (\nabla \cdot \mathbf{v}) \mathbf{u} - (\nabla \cdot \mathbf{u}) \mathbf{v} + (\mathbf{u} \cdot \mathbf{v}) \mathbf{u} - (\mathbf{v} \cdot \mathbf{v}) \mathbf{u} \).